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Outline

• Act I: The Data
– A brief review of Lee & Anderson (2001)

• Act II: The Model
– Review of past models
– The current model

• Act III: The Conclusion
– The model’s strengths
– The model’s shortcomings
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The Data

Act I
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The Task
  FLT#      TYPE    FUEL     POS. 
  ----      ----    ----     ----      Score  :   380
   342      DC10       5      3 n      Landing Pts:  400  Penalty Pts:  -20 
   148       727       6      3 s      Runways : DRY
                              3 e      Wind    : 0 - 20 knots from SOUTH
-> 692       747       4      3 w
                              2 n           Flts in Queue: ......
                              2 s                                        
   428      prop     * 3      2 e               <F1> to accept
                              2 w                    
   259       727       4      1 n                   
                              1 s
   840      prop       4      1 e
   190      DC10       5      1 w

n ========================= s  #1

n ==================        s  #2

w ||||||||||||||||||||||||| e  #3

w ||||||||||||||||||        e  #4    

(a)

(b)

(c)
(d)

(e)

(f)

(g)

(h)

(a) Hold Positions (in 3 levels)
(b) Runways
(c) Performance Feedback
(d) Weather Information

(e) Queue
(f) Weather Change Message
(g) Error Message
(h) Rule Message
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The Task Analysis
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Task Level
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Unit Task Level
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Functional Level
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Where are people looking (attending)?
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Conclusions Drawn From Data Analysis

• Reducibility of Complex Tasks: Complex tasks consist of
simple keystroke level components that are being learned
according to basic learning principles

• Attentional Learning Hypothesis: Large portion of the
learning at the keystroke level reflects the learning even at
a lower level, i.e. attention level, of people learning where
not to look
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The Model

Act II
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Production Learning: A Brief History

• The Ugly Duckling: The production learning mechanism in
the ACT-R theory has always been the most volatile.
– Remember our dalliance with dependencies?

• Yet It Is Critical: To model learning in complex tasks, a
good mechanism for production rule learning is vital!

• Past Is The Future: In an ironic twist, Taatgen proposed
Production Composition (or Proceduralization, depending
on when you ask him), a fresh take on Anderson’s (1982)
procedural learning theory (with a touch of Soar learning
theory thrown in).
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The Model: Early Years

• Lee & Anderson (2000)
– 2000 ICCM Conference: Model of expert performance using ACT-

R/PM 1.0 and the experiment-ATC task
• Lee (2000)

– Ph.D. Thesis: Hinted at (and implemented on the side) a model of
learning where to look (i.e. locations) using ACT-R/PM 1.0 and
ACT-R 5.0 and the experiment-ATC task

• Anderson (2000)
– 2000 ACT-R Workshop: Model of learning from instructions using

ACT-R 4.0 and a pseudo-ATC task
• Taatgen (2001)

– 2001 ICCM Conference: Model of individual differences in
learning using ACT-R 4.0 and a pseudo-ATC task
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The Goal of the New Model

• Goal
– A complete model of learning from instruction

to expertise in the KA-ATC Task.

• Question
– Will ACT-R 5.0 suffice?

• Will production composition suffice?
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The Model: Elegance is Virtue

Task-Specific
Instructions
(declarative)

ACT-R

Domain-General
Knowledge
(procedural)
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Examples of Instructions

(land2
isa instruction
task  land
action scan
arg1  wind-direction
arg2  none
prev  land1)

(land3
isa instruction
task  land
action remember-string
arg1  loc1
arg2  none
prev  land2)
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Task Independent Procedures

O p eration D escri ption
Sc a n
Sc a n-s eek
Sc a n-empty

Th e  sc a n  o p e rati o ns mo v e vis u al atte ntio n  to a  ce rtai n re gio n  o n
th e s cre e n, fo c us o n  a n object  in  th at regio n , a n d  p erc eive th at
obje ct. Sc a n-see k will only  fo c u s o n  o bjects that  h a v e  n ot b een
re c e ntly atten d e d ,  a n d  Sca n -em pty will  fo c u s o n  emp t y s pac e
in stead of te xt ( nec e ssary  to find empty  sl ots in th e  h old-le v els

Rememb e r-lo c
Rememb e r-string
Rememb e r-stat us

Th e  rememb er o per ations sto r e in f ormatio n  from th e c urr e nt
vis ual  lo c atio n  or obje ct in th e  g o al. Rememb er-lo c stores th e
c urrent vis ual lo c ation. Rememb e r-strin g  parse s  th e c u rre ntly
atte n d e d w ord  a n d store s it  in th e  g o al.  Rememb er-statu s p ars es
a r u n way -string a n d  sto res  its statu s (fre e  or o c c u pie d) in th e
g o al.

Press- e nter
Press-F1

O p eratio n s to  press  t he e nter a n d F1 k e y s, re s pectiv ely

M o ve-to-lo c O p eratio n  to mo v e  th e c urs or to a s p e cifi e d  p ositi o n  o n th e
scr een by rep e ate d  pressing o f th e  arro w  key s.

C omp are-re start C omp are w h eth er th e tw o  ar g ume nts of th e a ction a re e q u al. If
this is t he cas e, restart th e  prese nt g o al,  else  conti n ue.  T his
o p eratio n  is  use d in c ombin atio n  with s c a n-se e k  to find a n o n -
747 i n  h old -lev el 1.
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Model’s Goal Control Structure
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Task Level
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Unit Task Level
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Functional Level

Yes, model is slower, but this is probably due to the
conservative nature of production composition.

Data Model
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The Conclusion

Act III
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Pluses

• It works!
• Uses default ACT-R 5.0 parameters (no parameter

optimizations performed)
• Uses the experiment-ATC task
• It’s simple

– Modest set of task instructions + simple set of tas-
independent procedures = complex learning behavior

• Displays interesting strategy change (e.g. John &
Lallement’s (1997) opportunistic strategy)

• And have I mentioned that it works?
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Minuses

• Still starts out with too much knowledge
– e.g. goal control structures

• Lacks strategy variations
– This may be due to starting out with too much

knowledge
– (Solution: include knowledge discovery phase)

• Too slow at the keystroke level
– (Solution: optimize production compiler for

RPM)
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The End?


